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I. INTRODUCTION 

Images have transformed the way people share and document their lives. Moreover, captions and 

hashtags have become integral parts of images today, adding context and conveying vital information. With the 

storage of all these images being outsourced to the cloud, there are rising concerns over the security practices 

and reliability of image cloud services. There have been several security attacks such as the Dropbox hack , The 

iCloud 2017 data breach and more resulting in massive breach of privacy with sensitive images being exposed.  

The threat of sensitive images being leaked in case of a data breach in today’s time is a pertinent 

concern. Encrypting images through conventional means such as passwords and 3rd party software would mean 

attracting the curious cloud where attention is drawn to a particular encrypted image. For example, if a cloud 

provider were to attempt to embed certain metadata for it’s storage purposes, the encrypted image would block 

such an attempt due owing to insufficient permission access, raising signals in the system. 

This paper proposes a novel algorithm which helps overcome the aforementioned problems. Sensitive 

host images are transformed, or encrypted in a sense, into plaintext images which acts as decoys with the 

captioned message data embedded inside. Incase of a data breach, these images would seem like any other plain 

images, highly reducing exposure and unwanted attention. With plaintext images now being used, the cloud is 

free to write metadata information for storage purposes as well. 

The algorithm uses a Reversible Image Transformation technique which takes a host image and a target 

image, converts the host image into a encrypted image, essentially a visually similar clone of the target image 

with metadata embedded within it. Following this, the captioned message string is embedded within the 

encrypted image using a Bit Encoding technique. A cryptographic key is generated and maintained. When this 

key is run on the encrypted image, it yields the hidden message. Following a series of steps, the original image 

is then retrieved from the by simply reversing the steps used to yield the encrypted image in the first place. 

 

II. ALGORITHM 

The Reversible Image Transformation(RIT) technique described here attempts to transform 2 spatial 

images, the target and the host images, which may be freely chosen, into a transformed image. For the purpose 

of demonstration, a single channel (grayscale) image is used but this can easily extended to RGB images by 

applying the same process on every channel. 

Consider a Host Image 𝐻and a Target Image 𝑇 . Both the images are broken down into 𝑛  non-

overlapping blocks of size 𝑘  ∗  𝑘  where 𝑘  would typically be a small, single digit number since breaking into 

more blocks yields visually accurate results. 

After breaking the images into blocks, every block from the host image is paired with a block from the 

target image, yielding a  pairing of blocks  𝐵(𝐻1,𝑇 1),𝐵(𝐻2,𝑇 2). . . . .𝐵(𝐻𝑛 ,𝑇 𝑛 ) . Now, each of these pairings 

𝐵(𝐻𝑖 ,𝑇 𝑖 ) are converted into a transformed block 𝑇 ′𝑖 , which will be visually similar to the target block 𝑇 𝑖 . 

After repeating this process for all blocks, all of the 𝑇 ′𝑖 are sequentially put together to yield the transformed 

image 𝑇 ′. 

 

● Process of Block Pairing 

Pairing of the blocks 𝐵(𝐻𝑖 ,𝑇 𝑖 ) is crucial to make sure that only those blocks are paired which 

ultimately yield a transformed block 𝑇 ′𝑖 most similar to the target block. To ensure this, the host block and 

target block having the closest Standard Deviation(SD) are paired. 

 

 

 

http://www.independent.co.uk/life-style/gadgets-and-tech/news/dropbox-hack-cloud-storage-company-hacked-potentially-revealing-over-60-million-passwords-a7218521.html
http://bgr.com/2017/03/24/iphone-icloud-hack-threat-is-real/
http://bgr.com/2017/03/24/iphone-icloud-hack-threat-is-real/
http://bgr.com/2017/03/24/iphone-icloud-hack-threat-is-real/
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If 𝐵 is a block of pixels 𝑝 1, 𝑝 2, 𝑝 3. . . 𝑝 𝑛  then the Standard Deviation(SD) will be calculated as: 

 

Mean: 𝑢  = (1/𝑛 )  ∗  𝛴𝑝 𝑖   
 

SD: 𝑠𝑑  = √((1/𝑛 )  ∗  𝛴 (𝑝
𝑖

 −  𝑢 )2) 

 

Note that to retrieve the host image from the transformed image, the position of the original blocks 

needs to be recorded and embedded in the transformed image as well. Simple calculation yields the fact that if 

an image would be divided into 𝑁blocks,  𝑁 ∗ 𝑙𝑜𝑔 (𝑁) bits would be needed to record block indices. N is 

chosen such that a large segment of information is not recorded in small regions across the transformed image, 

distorting the latter.  

The blocks are classified according to their Standard Deviation (SD) before pairing them up for the 

purpose of compression. For most images, it is found that the SD of most blocks is concentrated in a small range 

near zero and quickly drops thereafter. So for the purpose of demonstration, blocks shall be of size 4x4 and be 

classified into category 1 or category 2 based on the quantile of their SD.  

All images having their SD in a range of 𝑆 𝐷0 − 𝑆 𝐷𝛽  fall under category 1 and the ones having SDs in 

a range of 𝑆 𝐷𝛽 − 𝑆 𝐷100fall under category 2. Following this, the blocks are scanned from left to right and 

assigned their respective categories on the basis of their SD. 

Finally, the blocks of both the host and target images are scanned in parallel, pairing category 0 host 

blocks with category 0 target blocks and category 1 host blocks with category 1 target blocks in the order they 

are encountered. 

Consider an example below where host and target blocks are assigned their SDs.𝑁𝛽=70is set with the 

last 3 images having large SDs assigned category 1 (𝐶 1) and the others assigned category 0  (𝐶 0). Assigning 

categories for all blocks yields a Category Index Table(CIT) for the host and target images.  

 

 

 
 

Pairings of blocks  

 

Block index of the host image 1 2 3 4 5 6 7 8 9 10 

Block index of target image 2 5 1 3 4 6 7 9 8 10 

 

The pairing in the example happens as follows - The 1st block of the host gets paired up with the 2nd 

block of the target (both are the 1st blocks in 𝐶 1, when scanned from left to right). Similarly, block 2 is paired 

with block 5, as they are the 2nd block to be encountered in 𝐶 1. Block 3 and 4 of the host are paired with block 

1 and 3 of the target following the same logic and this goes for all the blocks.  
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The advantage of the CIT is that the entire original image can be constructed from the transformed 

image by just knowing the original CIT itself, which is embedded in the transformed image itself. Additionally, 

the CIT can be efficiently compressed using mostly conventional techniques owing to the bias between the 

number of 𝐶 0and 𝐶 1blocks. 

 

●  Process of Block Transformation 

Let a host image block be represented as  𝐵={𝑝 1, 𝑝 2, 𝑝 3. . . 𝑝 𝑛 }and the target block as  𝑇 =
𝑝 ′1, 𝑝 ′2, 𝑝 ′3. . . 𝑝 ′𝑛 , the the transformed block 𝑇 ′ = {𝑝 1′′,𝑝 2′′, 𝑝 3′′. . . 𝑝 𝑛 ′′} can be constructed by applying 

mean shifting on every pixel of the host image. This is done to ensure that the transformed image and the target 

image blocks have the same mean. First, The the rounded difference between the means of the host and target 

blocks (�𝑢 ) is calculated added to the original host pixel. 

 

𝑝 ′′𝑖 = 𝑝 𝑖 +�𝑢  where �𝑢 =  𝑢 𝑇 − 𝑢 𝐵  ; 𝑢 𝑇 =  𝑚𝑒𝑎𝑛 (𝑇 ); 𝑢 𝐵 =  𝑚𝑒𝑎𝑛 (𝐵) 

 

𝑝 ′′𝑖  should be a value between 0 and 255 as would be for any pixel. To handle the cases of underflow and 

overflow for pixel values, there are certain adjustments required. The maximum overflow pixel,𝑂𝑉𝑚𝑎𝑥 , for  

�𝑢  >=  0and the minimum overflow pixel, 𝑂𝑁𝑚𝑖𝑛 , for  �𝑢  <  0 are found for each block. Now, incase of 

over/under flow in blocks, it can fix this by adjusting the value of �𝑢  as follows: 

 

�𝑢 = �𝑢  + 255 − 𝑂𝑉𝑚𝑎𝑥   if �𝑢 >=  0 

�𝑢 = �𝑢 − 𝑈𝑁 𝑚𝑖𝑛   if �𝑢 <  0 

 

This value of �𝑢  is further compressed to preserve precious bits in the transformed image which could be better 

utilised to encode the secret message later. a quantisation variable, λ is introduced and �𝑢  is modified as 

follows: 

  

�𝑢 = 𝜆  ∗  𝑟𝑜𝑢𝑛𝑑 (�𝑢  / 𝜆 )   if �𝑢 >=  0 

 �𝑢 = 𝜆  ∗  𝑓𝑙𝑜𝑜𝑟 (�𝑢  / 𝜆 )  + 𝜆  / 2    if �𝑢 <  0 

  

In which 𝜆  is an even parameter. Now, the variable to calculate and record simply becomes 

 

 �𝑢 ′ =  2|�𝑢 | / 𝜆  

 

where �𝑢 ′ is independent of the sign of �𝑢  and, reserving less space for bits, not recording the sign of �𝑢 . 

The sign isn’t required because when �𝑢 ′ is an even number, �𝑢 >= 0 and when it is odd, it follows that 

�𝑢 ′ < 0. There is also a decision to choose the value of 𝜆  for varying value of �𝑢 ′. The value 𝜆 = 2 has been 

set for demonstrating the idea and examples in this paper. 

     

●  Process of Block Rotation 

To keep the target image as similar as possible, the transformed blocks are rotated in a direction θ, which is one 

of 0°, 90° 180° and 270°. This is done to compare the Root Mean Square Error(RMSE) of the transformed 

block(now rotated in either of these 4 directions) and the target block, picking the rotated transformed block 

giving minimum difference in RMSE.  

 

●  Generating the Encrypted Image 

After completing the steps of Pairing, Transformation and Rotation, all the blocks 𝑇 ′𝑖  are combined to yield the 

final transformed  image 𝑇 ′. All the parameters, that are  

�𝑢 , rotation directions and CIT are compressed, encrypted and then embedded into the transformed image 𝑇 ′ to 

output the encrypted image E(I), a visual clone of the target image.  

 

● Embedding the Message into the Encrypted Image using a Bit Encoding Technique 

The Message M, is now ready to be embedded inside of E(I) to yield the final embedded image E’(I). Given that 

an image is represented as a matrix, certain pixels in the image shall be modified to embed M. Three parameters 

are analysed, given a bit from M and pixel to be modified from the image matrix: 

 

1. Value of a bit in M (1 / 0) 

2. Column number of the image matrix the pixel belongs to (odd / even) 

3. The value of the image pixel (odd /even ; lies between 0 and 256) 
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Based on these parameters, it is decided to either add a 0 or 1 to the image pixel chosen, hence modifying it. 

Here is the Bit Encoding Table(ET) describing the encoding process for every permutation of these parameters. 

 

 

S.No Message Bit  
(1/0) 

Column 
 (O=odd / E=even) 

Pixel Value  
(O=odd / E=even) 

Value added  
(1 / 0) 

1. 1 O O 0 

2. 1 E E 0 

3. 0 O E 0 

4. 0 E O 0 

5. 1 O E 1 

6. 1 E O 1 

7. 0 O O 1 

8. 0 E E 1 

 

 

 

Now, while embedding Message M inside the encrypted image, a message decoding key(DK) is generated which 

when applied to the encrypted image yields M back. 

 

The key is easily constructed with the aid of the bit-encoding table. Consider a DK of size same as the 

original image (say x * y). Record 1 in the pixel entry where a pixel in the transformed image had been modified 

while embedding M, and a 0 otherwise. This yields a DK consisting of 0s and 1s. The pixel value, column 

number and whether the pixel had been modified or not is now known, corresponding to the first 3 columns in 

the table. This allows to accurately get the original bit by simply reading the entry in the 1st column, on locating 

the row corresponding to the given parameters.  

 

For eg, given Column no = 124 (even), Pixel Value = 245 (odd), Value added = 1 , it can be see that this 

combination corresponds to the 6th row in the table and the value of the original bit is 1. 

 

Let us consider a concrete example. Take the word hi as the Message M which is to be embedded, represented 

as 0100100001101001 in binary. Now, a host and target (and following this, transformed) images of size 1 x 16 

are picked. The following tabular example demonstrates embedding of M in E(I): 

 

1. Initial 

Image 

36 11 164 240 89 60 225 189 99 52 83 134 61 156 125 205 

2. Pixel 

(O/E) 

E O E E O E O O O E O E O E O O 

3. Column 

value 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

4. Column 

(O/E) 

E O E O E O E O E O E O E O E O 

5. Binary 

message 

0 1 0 0 1 0 0 0 0 1 1 0 1 0 0 1 

6. Decoding 

key / Add 

1 0 1 0 1 0 0 1 0 1 1 0 1 0 0 0 

7. Modfied 

Image 

37 11 165 240 90 60 225 190 99 53 84 134 62 156 125 205 
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Row 1 represents the values of the pixels of the Initial Image, which in our case would be E(I). Row 7 

represents the modified transformed image with M encoded. Row 6 tells us whether a bit was added and 

essentially acts as the decoding key DK.  

It may be possible that a particular pixel value experienced overflow when 1 was added to it while 

modifying it. To counter this, one more overflow key (OFK) is maintained which stores the locations of the 

pixels that were modified but experienced overflow. The position of the overflow pixel is marked 1 in OFK or 0 

otherwise. 

To ensure security, DK and OFK are both encrypted and possessed independently by the sender and the 

receiver. Hence, even if an attacker knew that the image was a decoy, there is practically no way the attacker 

could reverse engineer the original image and M, owing to astronomical number of possibilities to check if a 

brute force attack had to be run on the image. 

There are a few optimisations that can be made for the keys. JBIG2 compression can be applied on DK 

and OFK to reduce the space taken up by them. 

 

● Reconstructing the Host image from the Encrypted image 

The transformation procedures taking place in step 1 of the algorithm are all reversible. They need to be applied 

in the exact reverse order to obtain host image blocks and pair them up to yield the final host image. 

 

Procedure of Transformation 

 

Block Diagram for Transformation 

 

 

 

Input: Host Image I, Secret Message M, Standard Encryption Key K, Bit-Encoding Table ET 

Output: Embedded Image E’(I), Message Decoding Key DK 

a. A Target Image T is selected from an Image Database having the same size as Host Image H 

b. H and T are divided into non-overlapping blocks of size 4 x 4. Every image can be assumed to have N 

blocks with the the mean and SD calculate for each. 

c. The blocks are classified with %𝛽  quantile of SDs and CIT is generated for H and T. Blocks of H and T are 

paired up correspondingly 

d. For each block (𝐻𝑖 ,𝑇 𝑖 ), the mean difference �𝑢  is calculated. �𝑢  is added to each pixel of 𝐻𝑖 and then 

rotated into the optimal direction θi (θi ∈ {0◦ , 90◦ , 180◦ 270◦} yielding a transformed block 𝑇 ′𝑖  

e. In the target image 𝑇 , each block 𝑇 𝑖  is replaced with the corresponding transformed block 𝑇 ′𝑖  for 1 ≤ i ≤ 

N and the transformed image 𝑇 ′ is generated. 

f. All the �𝑢 s and θi s for the block pairs are collected and compressed together with the CIT of H. The 

compressed sequence and the parameter 𝛽  are encrypted by a standard encryption scheme with the key K. 

This yields Encrypted Image E(I). 

g. The secret message M is embedded inside the E(I) using the Bit-Encoding Technique described with the aid 

of Bit Encoding Table ET following which final Embedded Image E’(I) and Message Decoding Key DK are 

generated. 

 

Procedure of Anti-Transformation 

Input: Embedded Image E’(I), Decryption key K’ for K, Message Decoding Key DK 

Output: Host Image I, Secret Message M 
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a. The secret message M is retrieved from E(I)’ using DK which denotes the location of modified bits, thus 

reverting the bits to their original state and retrieving E(I). 

b. The CIT of H, parameter 𝛽 , �𝑢 s and θi s,  are decrypted from E(I) via K’ and decompressed, yielding the 

transformed image 𝑇 ′ . 

c. 𝑇 ′ is divided into N non-overlapping blocks of size of 4 × 4. The SDs of blocks are calculated and the the 

CIT of 𝑇 ′ is generated according to the %𝛽 quantile of SDs. 

d. The blocks of 𝑇 ′ are rearranged as per the CITs of 𝑇 ′ and H. 

e. For each block 𝑇 ′𝑖 of 𝑇 ′  for 1 ≤ i ≤ N , 𝑇 ′𝑖  is rotated in the anti-direction of θi, then �𝑢 i is subtracted 

from each pixel of Ti  and the original host image H is retrieved. 

 

III. RESULTS 

The similarity between the Target Image T and the final Embedded Image E’(I) is demonstrated as 

follows. From a dataset of images, random pairs of images are selected where one acts as the Host Image H and 

the other as the Target Image T. These pairs are now run through the algorithm described, yielding their 

respective E’(I). Now with T and E’(I) ready, they are subjected to various standard image comparison 

techniques, namely Mean Square Error (MSE), Peak Signal to Noise Ratio (PSNR), Structural Similarity 

(SSIM) Index and Mean Absolute Error (MAE).  

 

MSE  

Given an Image I and it’s noisy approximation K, MSE is defined as  

 
PSNR 

Given the MSE and Max Intensity in I as 𝑀𝐴𝑋 𝐼  

  

 

SSIM 

The SSIM index is calculated on various 

windows of an image. The measure between two windows x and y of common size is  

 

 
 

MAE 

Given pixels of image 𝑥 and 𝑦  as 𝑥 𝑖 and 𝑦 𝑖  

 
● Image Dataset 

A heterogeneous dataset of grayscale images having dimensions 512 x 512 is constructed by randomly picking 

images from various, freely available standard datasets 1, 2, 3, 4, 5. The dataset constructed for the purpose of 

demonstration is available here.   

 

http://decsai.ugr.es/cvg/CG/base.htm
https://homepages.cae.wisc.edu/~ece533/images/
http://www.hlevkin.com/06testimages.htm
https://minghsiehee.usc.edu/volume-3-miscellaneous/
http://perso.ensta-paristech.fr/~manzaner/Images/GRIS/
https://drive.google.com/open?id=1b8o4KJmpeiZPfEKnd_qXuInyK1lYALEN
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Entire code for algorithm, implementation and generation results: https://github.com/bholagabbar/image-

research-impl 

 

 
 

Consider P as the maximum size for message M. Following are the results gotten by comparing these images on 

the aforementioned metrics using various payload values. Calculation Sheet available here. PSNR measured in 

dB. 

https://github.com/bholagabbar/image-research-impl
https://github.com/bholagabbar/image-research-impl
https://docs.google.com/spreadsheets/d/1rAxLCJ86dcXzb4UOnOCi-umxdhvXkXqeHuW8-9HnM2c/edit#gid=0


Data Hiding For Captioned Images Using Reversible Image Transformation And Bit Encoding 

                                                                          www.ijsrejournal.com                                                      16 | Page 
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As expected, the PSNR and SSIM go on decreasing as the message size increases as this would mean 

greater manipulation of the target image matrix. However, these changes remain constant up to 2 decimal places 

and the decrease in quality is diminutive.  

In any case, it can be seen that the Encrypted Images are able to maintain satisfactory visual quality. 

The average PSNR for these 20 randomly selected pairs having message size embedded 0.5P is 24.080315 dB 

which is acceptable. 

 

A plot between the average SSIM against message size can be seen decreasing linearly. Again, these changes 

are miniscule nearly indistinguishable visually. 
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● Visual Samples 

1. Input - Barbara, Target - Butterflyfish, Message Size - 0.2P 

 
 

2. Input - Golden Gate Bridge, Target - Lena, Message Size - 0.5P 

 
 

3. Input - Scenery, Target - Mandrill, Message Size - 0.8P 

 
 

IV. CONCLUSION AND FUTURE WORK 

In this paper, we demonstrated how sensitive images having additional textual data can be concealed 

discreetly in case of a data breach. It is nearly impossible for attackers to recognize the camouflage of sensitive 

images due to the decoy being an ordinary looking image and is also free from the notion of the curious cloud. 

With more and more services using the cloud for storing various assets and images, it is a necessity for them to 

employ all means possible and protect sensitive data and this algorithm fits the bill.  

It would be interesting to see how the algorithm can be refined to further minimise artifacts and also 

implement a more advanced bit encoding technique.This algorithm could be extended to other multimedia 

formats such as audio, video as well. 

 


